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Abstract— In reality, we have more access to poorly-
annotated datasets rather than well-annotated datasets. How-
ever, on poorly-annotated datasets, deep neural networks
optimized with a gradient-descent method often fit poorly-
annotated examples at the end of the training. Generally, well-
annotated examples are more associated with other examples
than poorly-annotated examples are. From this, we first find
that it is more probable to commonly learn features related
to well-annotated examples across multiple networks at the
beginning of training, compared to poorly-annotated examples.
We then propose how to identify well-annotated examples from
the entire training set by employing multiple networks for ro-
bust training. Experimentally, we demonstrate the effectiveness
of our proposed method in finding well-annotated examples,
leading to impressive results on a variety of poorly-annotated
datasets.
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